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ABSTRACT

Strain in self-assembled quantum dots is a longean
phenomenon, and its realistic determination reguaréarge
computational domain. To tackle this problem for an
embedded InAs quantum dot NEMO-3D uses the atamisti
VFF Keating model containing up to 64 million atoms
Interatomic distance changes obtained are usedlteince
the sp3d5s* tight-binding electronic Hamiltoniarfided in
a subdomain containing up to 21 million atoms (iRetize
of order of 4x18). Targeted eigenstates with correct
symmetry are found reliably even in such large esyst
NEMO-3D is used to analyze the dependence of the do
states on the size of the strain domain and thendeany
conditions. The energies of a deeply embedded ejpért
dramatically on the strain domain size. For dotsidal
under a thin capping layer, on the other handgettistence
of a free surface at the top of the sample allowrsahn
effective relaxation of atoms, and the penetratibistrain
into the barrier is small.

Keywords: nanoelectronics, quantum dots, atomistic
simulations, strain, electronic structure, parati@mnputing,
tight binding

1 INTRODUCTION

Quantum dots (QDs) are solid-state structures dapab
of trapping charged carriers so that their wavecfions
become fully spatially localized, and their enepectra
consist of well-separated, discrete levels. Exigtin
nanofabrication techniques make it possible to rfaature
QDs in a variety of types and sizes [1]. Among them
semiconductor QDs grown by self-assembly (SADs),
trapping both electrons and holes, are of particula
importance in quantum optics, since they can bel @se
detectors of infrared radiation [2], optical menesri[3],
single photon sources [4]. Arrays of quantum-metzdy
coupled SADs can also be used as optically actgéons
in high-efficiency, room-temperature lasers [5].

The self-assembly of SADs is achieved in the Skians
Krastanow growth mode [6] as a result of the mistmadf
lattice constants of the material of the dot (elighs) and
that of the substrate semiconductor (e.g., GaAd)s T
mismatch leads to the appearance of a long-ramgin st
field, which strongly modifies the energy diagrartie
system [7]. Therefore, device simulations mustudel the

fundamental quantum character of charge carriedstha
classical, long-distance strain effects on equatifig. The
Nanoelectronic Modeling tool NEMO-3D [8] meets thes
requirements by modeling the strain and electrefriacture
of extended nanosystems (on the length scale & ¢dn
nanometers, containing tens of millions of atomalyfon
the atomistic level.

This work reports on the application of NEMO-3D to
study the impact of the strain on the electronigcitire of a
SAD. The first part of the paper gives a brief suamynof
NEMO-3D and its performance on parallel computing
platforms. In the second part, NEMO-3D is used tta
the sensitivity of the single SAD’s energy spectrtarthe
size and boundary conditions of the strain domasnyell
as to the geometry of the sample, the thicknesshef
capping layer and the distance between neighb@#hDs
in lateral quantum-dot arrays.

2 SYSTEM AND METHOD

2.1 Physical Structure

InNAs dome-shaped QDs with diameter and height
respectively of 18.09 nm and 1.7 nm (dot A) andL27hm
and 2.54 nm (dot B), positioned on a 0.6-nm-thiektimg
layer, and embedded in the GaAs barrier materia. (E)
are considered. The computational strain domairoten
by lateral size d and vertical size h, can be magder than
the electronic structure domain (Fig. 1).
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Fig. 1. Schematic view of the QD nanostructurehwito
simulation domains: central for electronic struefuand
larger for strain calculations



In the electronic calculation, only the confinedtst are
targeted. Since their wave functions decay expdagnin
the barrier, it is sufficient to consider a smaller
computational box, as shown in Fig. 1.

2.2 NEMO-3D: Overview and Perfor mance

NEMO-3D is an atomistic simulation tool designed to
provide quantitative predictions of the electronic structure
of nanodevices [8, 9]. The computation consiststved
major steps. First, the strain distribution in tihevice is
found by computing the positions of atoms yieldithg
minimal total elastic energy. Contributions to tleatergy
from each distorted atomic bond are obtained infthme
of the valence-force-field method with Keating putals,
and the minimization procedure employs the conpigat
gradient technique. In the second step, an atamtisgfint-
binding Hamiltonian is used to find the electrord dwle
energy levels and wave functions of the system.sThi
Hamiltonian is created in the basis of 20 orbifzds atom
(spin-degenerate s, p, d, and s*). Interactionsvéen the

orbitals within each atom and between the nearest

neighbors are empirical fitting parameters, choserthat
the model reproduces the experimentally measured ba
structure of bulk semiconductors. Further, thettigihding
parameters are functions of interatomic bond lergtd
angle distortions due to strain. The resulting Hemian
matrix is sparse; targeted eigenvalues and eigémngeare
found using the Lanczos algorithm.

Proper treatment of strain requires computational
domains of tens of millions atoms. The electroroendins
are usually smaller (up to 20 million atoms), bbe t
sp3d5s* basis set results in Hamiltonian matricesrder
of 20 times that number. Therefore, parallelizatioh
NEMO-3D is a key consideration. The core computetio
engine of NEMO-3D was written in C with MPI used fo
message passing, which ensures its portabilitysaanmajor
parallel computing platforms. Figure 2 shows themogy
usage per CPU in the strain (a) and electronic (bras a
function of the number of CPUs and the system’s.d8oth
phases scale well for a small number of CPUs, hat t
strain part exhibits a saturation tendency forédangumber
of CPUs. This is due to a relatively large conttitw of
non-parallelizable data structures containing syste
information to the total memory occupied in thisapé. In
the electronic computation the memory usage is datad
by parallelizable data structures of the Lancza®rithm,
which results in a better scaling behavior.

The Lanczos procedure is particularly computatignal
challenging because (i) the spectrum of the Hamidto has
a gap in its interior, and the sought eigenvaliesabove
and below this gap; (i) the eigenvalues are typica
repeated, since at zero magnetic field the spiang spin-
down electronic states are degenerate; (i)
corresponding eigenvectors are effectively nonpatg on
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Fig. 2. Memory per CPU in the strain (a) and etsutr (b)
part of NEMO simulation as a function of the numbgr
CPUs (P) for systems with 0.5 - 8 million atoms.

a small subset (a few tens of thousands of atorhsheo
multimillion-atom domain. Therefore it is essentialprove
that unique and targeted eigenstates can be esdrécm

the spectrum. Figure 3 shows a 2D slice through the
electronic ground-state probability density for #aane QD
(dot A), but with the electronic domain containidg0 000

(a) and 21 million atoms (b). As can be seen, thstal
retains its unique, correct symmetry even for theydst
electronic computational domain. The computatiaimake

in the electronic phase scales nearly linearly wtitle
number of atoms, as demonstrated in Fig. 3 (c). A
computation of four electronic and four hole eigates of

a 21-million-atom domain takes about 12 hours on 64
Itanium 2 CPUs (1.5 GHz).

3 STUDY OF STRAIN IN SADS

3.1 Sensitivity to Size of the Strain Domain

The first NEMO-3D simulation of the SAD examines

the the sensitivity of its electronic levels on the esiand

boundary conditions of the strain domain. Thistfsgidy
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Fig. 3. Probability density for the electronic gnolustate
computed with the computational domain containig (
300 000 and (b) 21 million atoms. (c) Total timethud
Hamiltonian diagonalization versus system size 2a3d
64 CPUs of an Itanium 2 cluster.

treats a deeply embedded dot A, where the sizieeo$train
domain around it is increased in all directions.volume is
taken to contain from 2 to 64 million atoms, arslaspect
ratio is fixed so thatl / h = 2. Also, two sets of boundary
conditions are used. In the first set the positiohall the
atoms on the domain boundary are fixed to GaAs bulk
positions (fixed BCs). In the second set only tlodtdm
boundary is fixed; periodic conditions are assurirethe
XY plane, and the top is free (mixed BCs). Oncedtnain
calculation is completed, the electronic calculatits
carried out on a 2-million-atom domain with fixed
boundary conditions. Figure 4 shows the ground taval
excited states for the electron and the hole asetibn of
the sized. The size of the strain domain influences the
electronic levels dramatically, particularly foixdid BCs,
where the convergence is not achieved even folattgest
domain size. Much faster convergence is obtained fo
mixed BCs, which better reflect the actual physgstup of
SAD arrays (the underlying substrate fixes the dootiof
the domain and the SADs are covered with a caplpiyer

of finite thickness, so that the elastic energy dam
minimized by distorting the top surface). The mixg@s
are employed in the remainder of this work.

3.2 Strain Sensitivity to QD Shape

The height of the SAD is much smaller than its
diameter. One might thus expect that the later&drexof
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Fig. 4. Electronic (a) and hole (b) ground and &xoited
energy levels of dot A as a function of the lateiaéd of
the strain domain with mixed (solid lines) and fixglashed
lines) BCs. In this calculation the ratith=2.

the strain field caused the QD might be differdmart its
vertical extent. To verify this, a study similar that
presented in the previous Section was conductell tivi
strain domain aspect ratio setdéh = 0.5, i.e., the domain
is now a pillar, whose height is twice larger thitmbase
length. Figure 5 shows a comparison of the eleataprand
hole (b) energies as a function of the sizdéor the two
aspect ratios. The convergence is much fastehéopilar-
shaped strain domain, which indicates that thersfiald
caused by the SAD has a dominant vertical component
whose penetration depth into the barrier is muahelathan
that in the XY plane. This observation is in agreatwith
the experimentally observed strain-induced stackafg
SADs grown in vertical layers [10].

In the mixed BCs the top boundary of the strain diom
is not fixed, and periodic boundary conditions assumed
on its side walls, which corresponds well to the
experimental conditions. Care must be taken, howyevith
the bottom boundary of the strain domain, because
positions of atoms placed on it are fixed to thdkbu
substrate positions. To justify this assumptiore #train
domain must extend sufficiently far below the SAD
structure. A convergence study of the electronielk (not
shown here) indicates that the distance from thitobo
boundary to the bottom of the wetting layer hadbé¢oat
least 55.4 nm for dot A, and at least 78.01 nnufuirB.
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Fig. 5. Electronic (a) and hole (b) ground and exoited

energy levels of the dot A as a function of therak sized

of the strain domain for the aspect ratib=2 (solid lines)
andd/h=0.5 (dashed lines). Mixed BCs are used.

3.3 Effect of Finite Capping L ayer

Experiments probe SADs buried under a finite cagpin
layer. To reproduce these conditions, in this stukg
capping layer thickness, measured from the top of the
wetting layer to the top boundary of the strain domis
treated as a parameter and fixed. Periodic BCs$aftem in
the XY plane for both strain and electronic caltiolas (the
side domain boundaries in both of them coincide)that
arrays of SADs, laterally coupled both via the sieal
strain field and quantum-mechanically, are studied.

Fig. 6 shows the electronic and hole ground statem
infinite SAD array as functions of the interdot tdisceb
(measured from dot edge to edge) for several cap
thicknessex and for dots A (top panels) and B (bottom
panels). In both cases the energies clearly depenthe
interdot distance. For thicker cap layers the ¢iffec
semiconductor gap increases with the increase wfreach
saturation when SADs are far apart. For the thinnaps,
however, a nonmonotonic behavior is observed fa& th
electronic ground state (it is seen particularlgacly for
dots A in Fig. 6 (a)). For fixed the effective gap increases
as the cap thicknessncreases, to reach saturation for thick
capping layers (in accordance with Fig. 5). Bor 30 nm
and c changing by about 10 nm, the total effective gap
increases by about 7.5 meV.
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